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Fig.1.  The overall architecture of our proposed framework

The overall process of our framework can be divided into three steps:
pWe train a strong classifier called GBDT and obtain the prediction score of 

GBDT     ;
pWe calculate the residual between the true label    and the GBDT's output     ; 
pWe train a DeepFM try to fit the residual values and get the predicted value 

of the DeepFM      ;
pWe sum the output of two components:     ,     , and obtain the final prediction 

score                  .  

p Our proposed framework alleviates the challenge that the existing 
CTR models cannot fully learn from data with both sparse 
category and dense numerical features.

p It gains performance improvement for some advantages which we 
mentioned in the model discussions part   

p Extensive experimental results on three real-world datasets show 
the effectiveness of our proposed framework. 

The key point of our framework is that we use the residual values between the 
GBDT's output and the true label as the new label to train the DeepFM.

p Rapid Convergence:  In our framework, the second model is trained on the 
basis of the first model, so it  needs to learn less content until reaching converg-
ence with relatively faster speed.

pModel Generalization: Through the repeated joint learning of two completely 
different learning mechanisms, our framework can learn the hidden information 
more generally under  the input data.

pModel Flexibility:  Our framework is artfully sequentially links the two model 
as the fuse process during the model training process and can also be extended 
with feature fusion mothods.

tŷ
y tŷ
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Dataset Avazu Cretio Zhihu

Total 
instances

40M 45M 2M

Train 36M 40.5M 1.8M

Test 4M 4.5M 0.2M

Numerial 
features

0 13 131

Categorical 
features

23 26 18

Table 1. The statistics of 
the three datasets

Fig. 2. The convergence speed 
comparison on various fusion models

p CTR prediction tasks have been widely deployed in many online recommen-
dation and advertising platforms.

pMainstream CTR models can be divided into two categories: the tradition-
al machine learning models (e.g., GBDT ) that learn the linear feature combi-
nations for prediction, and deep learning based algorithms (such as DeepFM ) 
for modeling the compl-ex and sparse feature correlations. 

p These single models suffer from one-side problem in feature learning. Curre-
ntly, some researchers try to combine the above two types of models to enhanc-
e the prediction power of CTR models and have achieved great success.

pMost fusion models proposed based these two kinds of models can't explicitly 
utilize the different prediction power of these two kinds of models.

pWe proposed a framework that fuses the two types of models based on ResNet.
pWe use ResNet to effectively combine the two types of models which is 

different from the existing fusion models.
p Since our second model learns on the basis of the first model, it is also 

easier to train with faster convergence.

AUC of different models Logloss of different models

Table 2. AUC and Logloss comparisons for different models 

Table 3. AUC and Logloss comparisons with different number of iterations K.


